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ABSTRACT
This paper describes the practical implementation of an active fault level monitoring system to facilitate the integration of distributed generation (DG) within 11kV distribution networks. The system is being tested in the UK by a consortium comprising Western Power Distribution, Parsons Brinckerhoff, S&C Electric Company and Outram Research Limited. Laboratory tests were conducted for a variety of system fault levels and network running arrangements. Results from the laboratory tests showed that the fault level was consistently predicted to be within 4.5% of measured three-phase faults applied to the system.

INTRODUCTION
The increase in fault level contribution from rotating machines is a significant barrier to the connection of new synchronous generators, for example combined heat and power (CHP) units, within 11kV networks [1]. In order to ensure the integrity of the power system, fault levels need to be maintained below equipment ratings. Current network reinforcement options would involve the replacement of switchgear with higher-rated equipment or replacement of transformers with a higher impedance core. These solutions often entail significant capital expenditure and may involve long lead times for installation, delaying the connection time of generators on to the network.

Fault level is a measure of electrical stress when an unintentional conducting path (fault) causes a short circuit. This causes potentially very high fault currents to flow in the electricity lines, cables and substation equipment. The amount of fault current varies from location to location; depending on how electrically close the fault is to the energy sources (for example a transformer or rotating plant).

This paper describes the development and testing of an active fault level monitoring system to facilitate the integration of distributed generation (DG) within 11kV distribution networks. The system is being laboratory tested and subsequently field tested in the UK by a consortium comprising Western Power Distribution, Parsons Brinckerhoff, S&C Electric Company and Outram Research Limited.

The UK electricity network regulator, Ofgem, has established the Low Carbon Networks (LCN) Fund to support projects, sponsored by the distribution network operators (DNOs), to trial new technology, operating and commercial arrangements [2]. For the purposes of this project, through the LCN Fund [3], two existing products have been combined to provide fault level predictions in real-time: S&C Electric’s IntelliRupter® PulseCloser and Outram Research Limited’s PM7000 Fault Level Monitor (FLM). An IntelliRupter® PulseCloser is an intelligent electric switching device that, in normal operation, is used to detect, interrupt, and isolate faults. The PM7000 is an electricity network device that monitors power quality. The PM7000 provides a hardware platform for fault level monitoring and prediction algorithms.

This project aims to demonstrate the feasibility of real-time fault level predictions to facilitate quicker and more cost-effective DG connections, permitting an increase in power supplied from renewable energy sources whilst managing the fault level to avoid exceeding equipment ratings. Moreover, the system could allow the network to be operated in a more secure configuration. In addition, the project will also improve the practical understanding of how close simulated fault levels are to actual values. System studies can result in pessimistic fault level calculations [4] and an active monitoring system overcomes the drawbacks associated with passive monitoring techniques.

BACKGROUND
Driven by UK Government policy [5], the increasing requirement to connect new DG (such as renewable and CHP) to distribution networks will impact on the operation of the network in a number of areas including voltage levels and fault levels. In some cases this could result in the fault level exceeding the design limit of the network equipment unless actions are taken to mitigate this issue [6].

The contribution of induction machines to short-circuit currents can be significant and must be considered when evaluating system fault levels. Standard procedures for calculating short circuit currents of induction machines require detailed machine data, which may not be available. Moreover, the results obtained using standards may lead to conservative design and unnecessary expense [4].
At present, industry standards use assumed 33kV fault-infeed values of 1 MVA per MVA of aggregate low voltage network connected winter demand and 2.6 MVA per MVA of aggregate winter demand connected at 11kV. These values relate to a complete loss of supply voltage to the motors [7]. The industry currently uses conservative models to calculate fault level. Little work has been done in the past to justify the calculated values of short circuit currents and there is some belief that the values obtained are unduly pessimistic [8]. Calculations in IEC60909 tend to include a safety margin of up to 10% [9]. It is not practical to apply a full short circuit in order to measure the fault current. Therefore, at present, there is limited visibility of true network fault level and how this changes on a real-time basis.

Fault level monitoring techniques can generally be categorised as passive, active or hybrid. Passive techniques use naturally occurring system disturbances to estimate the fault level [10]-[12]. Devices that solely rely on naturally occurring system disturbances have the inherent advantages of not needing ancillary hardware and consequently can be used at other voltage levels. They are potentially adequate for planning processes [13], however; these types of devices have limited application in the real-time management of fault level. This is because the occurrence of natural disturbances within the electricity network is unpredictable and, on this basis, insufficient to guarantee the regular fault level measurements that would be needed in a real-time monitoring system. This limitation is overcome by devices that use active or hybrid fault level monitoring techniques. Active techniques create temporary but reduced short circuit currents on a periodic basis or inject harmonic currents around the frequency band of the fundamental frequency [14]. Hybrid techniques [15] use artificial and controlled network disturbances, potentially supplemented with natural disturbances [3], to measure the fault level.

Currently there is a limited range of devices available that allow any of these techniques to be deployed within distribution networks.

**OVERVIEW OF THE REAL-TIME FAULT LEVEL MONITORING SYSTEM**

This paper describes the implementation of a hybrid device to measure fault level in which two existing products have been combined to provide fault level predictions in real-time: S&C Electric’s IntelliRupter and Outram Research Limited’s PM7000 Fault Level Monitor.

Using the control functionality of the IntelliRupter, an artificial change in network operating conditions is created. The switching operation has the same effect on the electricity network as a motor or generator connecting to the network and being switched on and off. The change in network running conditions, whether natural or artificial, is detected by the PM7000 Fault Level Monitor and the fault level is predicted. The system is expected to deliver a fault level monitoring solution for 11kV electricity networks that, due to the IntelliRupter’s pulse-closing functionality, will not affect the quality of supply delivered to electricity end users (consumers). For this reason, a 20Ω inductance was introduced into the IntelliRupter switching circuit, as shown in Figure 1.

**TEST PROCEDURE**

11kV, 50Hz factory acceptance tests were carried out at the S&C Advanced Technology Center in Chicago during July 2012. The factory acceptance test set-up is given in Figure 1. In order to represent a variety of credible network operating conditions, the testing procedure took place in the following way: The system was configured through the closure of switches CB1 and CB2 to apply the IntelliRupter and 200A load. For tests without the 200A load connected, CB2 and switch S2 were closed. The generator, G, represents a fault in-feed source that could be varied (5.09kA – 13.1kA symmetrical RMS) and injected into the system by the closure of making switch MS1.

---

**Figure 1: Factory acceptance test set-up**
The generation source and transformer configuration were varied to provide a range of different X/R ratios (13.3 – 30.0). With the fault in-feed source applied to the network, the IntelliRupter performed a controlled switching operation to connect and disconnect a 20Ω inductance across phases a and b for two ¼ cycles (5ms).

For each test configuration, the PM7000 was used to monitor the voltage and current waveforms, using voltage transformer (VT) and current transformer (CT) sensors to detect the system disturbances introduced by the IntelliRupter operation. In this way, the fault level monitoring system was used to predict the fault level of the test network. In order to validate the accuracy of the fault level monitoring system predictions, a three-phase fault was applied to the network for each test configuration and the predictions were directly compared to the measured fault level.

**TESTING RESULTS**

**Fault level prediction**

A selection of test results are summarised in Table 1. The greatest difference between measured and predicted fault levels was 4.5%. This result occurred for the 90ms RMS fault level prediction, when the test network was configured with an X/R ratio of 30 and 200A load connected to the system. Across a range of test conditions, the average percentage difference for both 10ms peak and 90ms RMS fault level predictions was 2.7%.

**Power quality effects**

In order to ensure that the fault level monitoring system complies with power quality standards for voltage fluctuations (ER P28) [16] and harmonic distortion (ER G5/4-1) [17], the waveforms were observed and analysed. As given in Table 1, the greatest voltage step change was 2.76% for the system conditions with a measured 10ms peak fault level of 31.34kA without the 200A load connected. ER P28 prescribes a general limit of 3% on the allowable magnitude of voltage changes. The average percentage voltage deviation was 1.84% for the test cases considered. As given in Figure 2, the change in total harmonic distortion (THD) varies between 2.2% and 4.7% for the a-b and c-b phases of the network, respectively.

**DISCUSSION**

The integration of the PM7000 Fault Level Monitor and IntelliRupter within 11kV networks represents a novel step, which provides the total fault current contribution, without necessarily needing the exact detail of the elements which contribute to this total. The equipment overcomes the drawbacks associated with other passive and active devices.

<table>
<thead>
<tr>
<th>X/R Ratio (No Unit)</th>
<th>Switching Operation</th>
<th>Measured Fault Current</th>
<th>Predicted Fault Current</th>
<th>% Difference</th>
<th>Maximum Voltage</th>
<th>Minimum Voltage</th>
<th>Voltage fluctuation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(No Unit)</td>
<td>Peak @ 10ms (kA)</td>
<td>RMS @ 90ms (kA)</td>
<td>Peak @ 10ms (kA)</td>
<td>RMS @ 90ms (kA)</td>
<td>Peak @ 10ms (kA)</td>
<td>RMS @ 90ms (kA)</td>
</tr>
<tr>
<td>30</td>
<td>With 200A load connected</td>
<td>13.83</td>
<td>5.10</td>
<td>13.37</td>
<td>4.87</td>
<td>3.33%</td>
<td>4.46%</td>
</tr>
<tr>
<td></td>
<td>Without 200A load connected</td>
<td>13.83</td>
<td>5.10</td>
<td>13.50</td>
<td>5.24</td>
<td>2.37%</td>
<td>-2.70%</td>
</tr>
<tr>
<td>13.3</td>
<td>With 200A load connected</td>
<td>12.88</td>
<td>5.09</td>
<td>13.27</td>
<td>4.95</td>
<td>-2.99%</td>
<td>2.79%</td>
</tr>
<tr>
<td></td>
<td>Without 200A load connected</td>
<td>12.88</td>
<td>5.09</td>
<td>13.38</td>
<td>5.03</td>
<td>-3.88%</td>
<td>1.32%</td>
</tr>
<tr>
<td>23</td>
<td>With 200A load connected</td>
<td>31.34</td>
<td>13.10</td>
<td>30.40</td>
<td>13.50</td>
<td>3.01%</td>
<td>-5.38%</td>
</tr>
<tr>
<td></td>
<td>Without 200A load connected</td>
<td>31.34</td>
<td>13.10</td>
<td>31.02</td>
<td>12.87</td>
<td>1.01%</td>
<td>1.74%</td>
</tr>
</tbody>
</table>

Table 1: Fault level prediction results and voltage fluctuation readings

Figure 2: Total harmonic distortion of the wave form
High precision VTs and CTs allow the PM7000 to monitor voltage and current waveforms with a high degree of accuracy. The fully supported PM7000 hardware platform provides powerful processing capability, allowing the three-phase fault contribution to be monitored. The IntelliRupter provides the PM7000 Fault Level Monitor with controlled, non-customer-affecting, disturbances that overcome the sole reliance on naturally occurring system disturbances. For the worst case voltage fluctuation and assuming background flicker levels to be 50% of the network limit (typical of the real network environment), the acceptable repetition rate of controlled disturbances is 360 seconds. The THD values presented in Figure 2 are instantaneous values. When considered over a ten-minute period (as prescribed in G5/4-1) the averaged effect on THD would be negligible.

CONCLUSION

The laboratory tests have demonstrated that the IntelliRupter and PM7000 devices can be successfully combined and used to provide a fault level prediction within 4.5% of the measured fault level for the test cases considered. Using control functionality of the IntelliRupter to provide a disturbance, there is the possibility of predicting the fault level in real-time without causing any customer disturbance.

Since there is limited capability, at present, to monitor fault levels in 11kV electricity networks, and the maximum acceptable measurement error is considered to be ± 5% of the actual fault level value, the results are considered to be highly encouraging.

The next steps in the project are to characterise the network and to use a novel integration process to monitor fault levels in an 11kV urban substation in the UK. This will form the technical basis of commercial contracts that will allow distribution system fault levels to be managed in real-time through switching operations and the connection / disconnection of additional generation.
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