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Term Definiion

ANM Active Network Management

APT Advanced Planning Tool

ARIMA Auto Regressive Integrated Moving Average
BSP Bulk Supply Point

DNO Distribution Network Operator

DSO Distribution System Operator

EFFS Electricity Forecasting and Flexibility System
ENA Energy Networks Association

GPU Graphical Processor Unit

GSP Grid Supply Point

I/0 Input / Output

KASM Kent Active System Management

LSTM Long Short Term Memory

NIC Network Innovation Competition

RMSE Root Mean Squared Error

RNN Recurrent Neural Networks

SGS Smarter Grid Solutions

TPW Treestructure ParzerEstimator

WPD Western Power Distribution

XGBoost Extreme Gradient Boosting
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1. ExecutiveSummary

Forecasting will play a key role in the Distribution Network Operator (DNO) to Distribution
System Operator (DSO) transition. If DSOs are to manage their networks with the aid of
flexibility servicesthe efficient use of these services is suppartey the ability to assess
where problems could occur and what level of service might be required to mitigate them
ahead of needThe level of efficiency that can be achieved will be driven byd#greeof
certaintyto whichbehaviour of demand and gendran connected to distribution networks

can be predicted.

In this report we explore theforecastingof real and reactive power flows at Primary
substations, Bulk Supply Points (BSP), and Grid Supply Points (GSP) over different time
horizons: six monthahead; one month ahead; one week ahead; one day ahead; and one
hour ahead.

The following methods were investigated using an agile approach that aimed to quickly
identify pramising methods rather than haniine a specifipredeterminedmethod:

1 Auto-Regressive Integrated Moving Averag@RIMA) A classic statistical modelling
approach for building timeseries forecasting models.

1 Long Short Term Memorf STMMArtificial Neural Networls. A specific type of deep
learning neural network for learning patterns in tirseries data.

1 Extreme Gradient BoostingXGBoost) A machindearning technique based on
decision trees that has performed well in recent machine learning and forecasting
compditions.

The key outcomefrom the forecasting developmendeliveredwithin this part of the EFFS
project include the following:

1 Model performance. For the majority of test cases, Extreme Gradient Boosting
outperformed the other methods tested. Althougldue to different data sets, a
direct comparison with forecasting trials in ProjécASMcannot be made, based on
the same accuracy criteria, LTSM and XGBoost achieve in most cases, the
performance requirements for EFFS. Details of the comparison cafourel in
section7 but are summarised below

1 Forecasting at different voltage levels and substation typ&sF&pplied a series of
techniques to GSP, BSP, Primarngd_and Generation customers across multiple
time horizonsThehigh-level results include:

0 Technigues based on historical data work best on short time horizons (hour
ahead and day ahead). This result is seen across most of the voltage levels,
including loa and generation customers.

o For the Pimary and BSP casesth low penetration of wind and solarelative
to yearly demanga feature set containingnly temporal trendswill provide
predictions with acceptable levels of accuraéyr higher penetratios of
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renewables,predictions benefit from the addition of weather featurde
meet accuracy requirements

o For the GSP case, we selected a @8Ridingconnected solar and wind
generationcapacities comparable to that of its total demarnhe stochastic
nature of the renewable generation made it more challenging to identify
trends/patterns from historical data for the net real and reactive power flows
at the GSP. By forecasting on an individual transformer basis and then
aggregating the drecasts yielded better results. Although the results were
only for a limited number of substations, this suggests to achieve the desired
accuracy, DSOs may look build a large number of specific models to aggregate
up to the GSP level.

The practicalitiesof using the techniquesThe results for the performance of the
techniques themselves are difficult to decouple from the skill of the data scientist
building the model. Although the results do appear to she@wlear benefit of the
machine learning techniggs over ARIMA, this should be treated with caution. With
adequate time and skill, one technique could outperform another in the hands of the
right data scientist. However, in assessing the different techniques, we have metrics
such as training time, tuninggme and forecasting time to give an indication of what
would be involved to use these techniques at scale. This hints at a potentiatdfade
between accuracy and given the way the underlying methods wagkwvhat can be
automated, reducing the need tbave large teams of data scientists to maintain a
large set of forecasting models. Understanding model creation and maintenance will
be key in howthe DSO approach forecasting.

The UK Power Networks (UKPN) Kent Active System Management (KAG&) assesed

the accuracy of its proprietyg ensemble forecasting method but using different metrics.
While a direct comparison may be misleading as the data used was different, the EFFS
results compare fawarably when looking at the MAPE and RSME/Capacity fiqutgsved:

T

T

T

MAPE for Load: KAS®8 day ahead approximation, EFBS% month ahead
averageas highlighted imablel;

RMSE/Capatyi for Solar: KASMO0% dayahead approximation, EFB3%day ahead
average as highlighted ifable47; and

RMSE/Capacity for Wind: KASK% day ahead approximation, EARS% day
ahead averagas highlighted in Table 44.

Furthermore, he results achieved in this project can be seen in the next table. Fields
highlighted in green illustrate where tHerecasters have been assessed to meet¢heeria

of greater than thetarget accuracy 80% ole time, whichwasthe performance target set

for the EFFS forecasting (see section 7.2 for detétishould be noted thaKASMand EFFS
used different data sets so the differe@in performancemay not purely be attributable to

the underlying techniges used.
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Summary é accuracy(%)results from forecasting methods described in this report.

Time Horizon

S Month Week
Use Case Accuracy Months Day Ahead Hour Ahead
Ahead Ahead Ahead

>50% 30.61 28.89 25.07 30.95

UC1g GSP
>80% 11.91 11.69 9.42 13.39 25.00

>50%

UC2¢ BSP
>80%

UC3c Primary >50%

>80%
>50% 68.99 73.48 73.41
UC4c BSP
>80% 29.88 33.75 34.10 45.54 52.08
>50%
UCHS¢ Primary
>80%
0,
UC6c Wind el
Generation >80% 12.76 18.68 27.49
0,
UCT Solar >50% 72.28 73.08 77.38
Generation >80% 58.16 54.70 52.68
>50% N/A 66.66 71.58
UCS8¢ Large
>80% N/A 27.43 29.41
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Implementing Forecasting Methodsin Open and Reusable Approach.

A key part of the approach taken by the EFFS projeam has been to aim for
reproducibility of the methods by other parties. Allthe forecasters detailed in this report
were built using techniques that can be implemented using freely available open source
libraries and implemented on a standard open smudata science platform.

To allow others to use, reproduce or even improve on the results of theudtOomer funded

work in this project, the underlying forecasting té0IK Ay dzaSR o6& (KS LINRZ2
methods partner has been detailed in this report. This has been domesaitable level to

allow the TRANSITION and FUSION projects to implement specific forecasting models based

on the same techniques for their licence areés.these casesthe performance will be

dependent orthe quality and quantity of availabl#ata.

11
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2. Introduction

Western Power Distribution (WPD) is currently in the middle of its Ofgem Network
Innovation Competition (NIC) funded project Electricity Flexibility and Forecasting System
(EFFS), with a projected end date of January 2021. This projegttis #eeir transition from
Distribution Network Operator (DNO) to Distribution System Operator (DSO) and has the
following objectives:

1 Enhance the output of the Energy Networks Association (ENA) Open Networks
project, looking at the higievel functions eEDSO must perform, provide a detailed
specification of the new functions validated by stakeholders, and the inclusion of
specifications for data exchange;

Determine the optimum technical implementation to support those new functions;

1 Create and test the tdmical implementation by developing software and
integrating hardware as required;

1 Use the testing of the technical implementation, which will involve modelling the
impact of flexibility services to create learning relevant to forecasting, the likely
benefits of flexibility services and the impact of changing network planning
standards.

=

The EFFS project aims to design and implement a system which will allow the planning and
dispatch of flexibility services in operational timescales. To do so, EFFS will use forecasts of
generation and demand at specific network locations to drive the yammlof what those
patterns mean for the distribution network.

Forecasting is not a new art; statistical methods such asJBokins (autaegressive moving
average) have been used to build demand models for decades. However, forecasting tends
to be highy skilled and requires teams of people to craft and maintain forecasting models. A
world with diverse small scale to medium scale distributed energy resources interacting with
specific local demand patterns means hasrdfted models may not prove practical

For EFFS, as well as assessing traditional methods, we have looked to recent advances in
machine learning and assessed their practical application to forecasting for the timescales
required by EFFS.

As part of the EFFS proje®WPDis seeking the deMepment of a forecasting system. The
ability to forecast load and generation at a range of timescales from an hour ahead to
several months ahead will be an essential input to power flow analysis of the network that
will highlight possible future network ostraints which, depending on the timescale, may
result in dispatching services already procured, or procuring services to be used in the
future. Generation and demand forecasting is often rudimentary and disconnected from an
integrated system. The interin of this project is to provide reliable, repeatable forecasting
YSGK2Ra FyYyR Ff32NAIKYa (2 &dzlJl2NI GKS RS@SHt
intention that the learning and methods or algorithms will be transferable to the related NIC
projects TRANSITION an@UEION managed by Scottish and Southern Energy Network and
Scottish Power Energy Networks respectively.

12
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Smarter Grid Solutions (SG8as selected as the forecasting partner in and this report
outlines the selected and developed forecastimgthods, with all necessary information
and artefacts to allow for recreation.

2.1. Objectives and Deliverables

Forecasting plays a central role in the EFFS project, to servieigis@uality input for power
systems analysis, the output of which being usetlexibility service procurement decisions.
The accuracy of forecasts and understanding likely variability is therefore paramount.

SGSwvascontracted to provide forecasting for methods for input data for use in the wider
EFFS projeciThe underlying foreasts are then used to drive power systems analysis that
determines the effect of load and generation on the network, i.e. circuit flows through load
flow analysis.

The aim ofthe work described in this report was:

1 Use DNO data, along with additiorgdta sources (e.g. weather data), to evaluate a
set of different approaches to forecasting.

o This includes the development of a database to store all the relevant data
that is integrated with the forecasting methods.

o Create aforecasting environmentthat uses a range of open source
forecasting libraries to evaluate statistical methods, machine learrang
deep learning methods.

o Apply these methods to the following forecasting applications:

A Load, Power Factor, Generation, Generation Power Factor, Ndt/Loa
Generation, Maximum load and Maximum Generation at 33kV, 66kV
and 132kV transformers; and

A Load, Power Factor, Generation, Generation Power Factor, Net Load /
Generation, Maximum load and Maximum Generation at 33kV, 66kV
and 132kV connected customers

o Forecastthe parameters above acro$sr the following time horizons:

A Intraday;

A Dayahead:;

A Weak ahead;

A One month ahead; and

A Six months ahead.

o Apply the WPRBIefined accuracy evaluation methods to calculate the efficacy
of the forecastingmethods.

The key deliverables fone work detailed in this reportvere:

A Toolchairfor building forecasting modeldased on open source technology);
Database schema, including data and test results;

Scripts to allow replication of results bye EFFS partnerand

This report gives details of the evation of methods and how to replicate the
methods.

E N W

13
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3. Forecasting Methods

3.1. Background to Forecasting

Forecasting is used when an estimate of uncertain future events is required, with the results
primarily used to irprove decisiormaking and planning activities. Forecasts that are
produced almost always incorporate some degree of error, howaves still beneficial to
have the limited information provided by a forecast than to plan for the future in ignorance.

Thee are qualitative forecasting methods based on soliciting opinions that are:

1 Focused on collecting opinions from industry stakeholders and experts, meaning
they are subjective;

1 Useful when past data is unavailable to help inform future treaahst

1 Typicaly applied to medium and long range time horizons.

An example of a qualitative forecasting method is the Delphi Method. This method uses an
iterative technique that relies on input from experts. It is based on the principle that
forecasts from a structu group will outperform those from an unstructured group. The

experts answer questionnaires in rounds, and after each rothml questions are rasked

but an anonymised summary of responses from the previous round is also supplied. It is
expected that byproviding the information from all the experts the range of answers

LIN2E A RSR NBRdzOSasz (GKdza O2y dSNHAYy 3 2yongt G O2 N
range forecasting for technological advantes

Quantitative forecasting methods use expliaitathematical models to determine future

trends as a function of past data. These methods are:

1 Useful when historical data is available and can be used as a reliable predictor for the
future; and
1 Typically applied tshorterterm time horizons.

Time seriedorecasting is important as so many prediction problems involve some temporal
component. It is assumed that patterns are due to time, and historical data patterns are
projected into the future. The time series can be broken down into component parts; level
trend, seasonal, cyclical, and random.

The random component is unknown and unpredictable. The cyclical component is due to the
longer term cycles and is difficult to identify, and so time series methods generally focus o
the identificationof all thesecomponents, for examplaf the seasonal componermta cycle

that repeats annuallythe trend and level components. The trend component is the optional
linear increasing or decreasing behaviour of the series over time, and the level component is
the baseine value for the series if it were a straight fine

! https://personal.ashland.edu/dlifer/internal/omlectureforecasting.pdf
2 https://www.gwern.net/docs/predictions/2003armstrongprinciplesforecasting.pdf
3 https://machinelearningmastery.com/timaeriesforecasting/
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There are a number of questions that also impact the forecasting and the effectiveness of
the employed method. These include:

1 How much data is available and can it be gathered together in one place? More
information can often be advantageous, allowing for greater opportunity to detect
patterns.

1 What time horizon is the prediction required for? In generahorterterm
predictiors are easier to achieve and with greater accuracy or confidence. The
farther into the future the prediction is, the more difficult it is to accurately predict
what the patterns may be.

1 Can forecasts be updated over time or must they remain static? It&sts can be
updated as more information becomes available, often the accuracy can be
improved.However, too much information can reduce this accuracy. Therefore, the
concept of over and underfitting explains this balance.

1 At what time resolution is thdorecast required? There the potential to employ
up/downsampling of data should a different resolution of forecast be required.
Upsampling sees the creation of new data points when adaptingréselution
dataset (e.g. half hourly) to a higksolutiondataset (e.g. minutely). Downsampling
is the opposite action.

The importance of data in the forecasting process links to another concern for time series
prediction ¢ the quality of the data. Quite often some degree of data cleansing will be
required. Thé can be due to bad or missing data in the dataset, or simply due to the fact the
data is in a format or resolution not suitable for forecasting purposes. It is always worthwhile
to spend some time scrutinising the input data to identify if there are eeous values,
errors in data logging and if outliers are credible.

3.1.1. Underfitting/Overfitting

In statistical analysis, overfitting is the production of an analysis which corresponds too
closely or exactly to a particular set of data, and ptagrefore,fail to fit additional data or
predict future observations reliablyLikewise, underfitting occurs when the method cannot
adequately extract nidentify trends in the data. This can appear in machine learning and
can sometimes be referred to as over or undiining. Overfitting can occur due to there
being a mismatch between the criteria used for selection of the model and that used to
determine the suitability of the model. An example of this is a model being selected for
maximising its performance on traig data, but its suitability may be determined by its
ability to perform well on unseen data. Overfitting occurs when the model memorises the
training data rather than learning to generalise from a trénd

When training a machine learning method the performance progresses from underfitting,
where it is training with too little data or too few features, and does not identify key
elements of the trends, to overfitting where too much information is providede dptimal

4 https://en.oxforddictionaries.com/definition/oveifting
° https://towardsdatascience.com/overfittingysunderfitting-a-completeexampled05dd7e19765
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point lies between these two points, and the investigation of the impact of different
guantities of training data and features will help the user determine what results in this
optimal point.

3.2. Investigation on Forecasting Techniques
A time seriegeady for forecasting should allow decomposition into four basic constituents:

1 Levelg baseline value that would correspond tioe series if it were a straight line;
1 Trendqthe increasing or decreasing linear slope of the time series over time;
1 Seasonaty ¢ the cyclical patterns of the curve over time;

1 Noisec the variability of the curve that cannot explained by the model

Several questions condition what can be done with the data or how accurate the results will
turn out to be:

1 Amount of data¢ more data generally allows for better forecasts and analysis;

1 Forecast horizong shorter time horizons are easier to predict with greater
confidence;

1 Frequency of historical data updates models canbe retrained as frequently as
there are updates of the histecal data and therefore the accuracy of the forecasts
can be improved over time;

1 Required granularity¢ the frequency of the required output conditions down
sampling or upsampling actions that can be made in modelling.

Before proceeding to forecastingi#t also necessary to analyse the input historical data and
oftentimes some data manipulation is required by cleaning, scaling or transforming the
original dataset:

1 Frequency¢ when frequency is too high or too low or data points are unevenly
spaced theranay be a requirement to resample the data;

1 Outliers¢ wrong or extreme outlier values may need to be identified or handled;

1 Missing ¢ missing values or gaps in the dataset may need to be interpolated or
complemented with additional sources.

In this analysis a spectrum of methods have been covered; both classical statistical methods
and artificial intelligence based methods.

Classical Statistical Method

Classical statistical methods are rooted in inductive inference from data, where the
likelihood principle drives the outcome from these methods.

The classical methods analysed included Mdlters, exponential smoothing, moving
average, Autoregressive Moving Average and Autoregressive Integrative Moving Average
(ARIMA).

Artificial Intelligence

Artificial intelligence is where the role of inductive inference is placed in the hands of a
machine implementing various types of machine learning algorithms.
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Machine learning attempts to achieve an objective without the aid of specific instructions
but instead determines patterns and relationships, hidden in data, to instruct its actions on
achieving the objective.

There are many machine learning algorithms, of varying approaches, since supervised
learning approaches deal with buildingreathematicalmodel of a set of data that contains

both the inputs and desired outputs, it provides a structurally sensible approach to the
forecasting problem and was therefore selected as the algorithmic and modelling route.

The application of machine learning farécasting is not new. However, since the turn of
this decadethe machine learning community has made inroads into a number of different
problems. Advances in neural networks and decision trees for what is sometimes termed
dDeep Learninghas resultedin improvementsin performance in key problemsuch as
imagerecognition where results are so strong the probleouldbe almostconsideed to be
solved.The same family of techniques can be turned to forecasting.

Part of the way the machine learning comnity continues to make advances is through the
use of benchmark problems and competitions to solve those problems. Forecasting
problems feature in the machine learning community Kayyd#oreover, in the area of load
F2NBOIFaGAYy3IST (KS orecadiry@émpebtibfe(asb fun énykadyB)ehas C
allowed a number of different techniques to congte against each other, including
techniqgues which employ classical statistical models.

The motivation to investigate machine learning was tiotul; firstly there was the success of
specific techniques in the competitions above. National G&dhas also recemy produced
interesting results for solar forecasting using deep learning technfques

Of the AFMachine Learning based optigrdifferent formulations for the supervised learning
problems were tested

1 Neural networks Recurrent Neural Network (RNN), Gated Recurrent Unit (GRU) and
LongShortTerm Memory (LSTM).
1 Tree-based methodsProphet and XGBoost.

Initial probing funnelled thee down to three relevant options: ARIMA as the best option
among the conventional methodologies, Recurring Neural Networks with-Sbog-Term
Memory as the alternative among Neural Network based models and XGBoost as the key
reference in the treébasedapproaches.

3.2.1. ARIMA

The Autoregressive Integrative Moving Average (ARIMA) model is a classical time series
forecasting technique that results from a generalisation of different methods. ARIMA models

®https://www.kaggle.com/
"https://www.ieee-pes.orglieeepesannounceshe-winningteamsfor-the-globatenergyforecasting
compeition-2017
®http://powerswarm.co.uk/wpcontent/uploads/2018/10/2018.10.18ruceNationatGridESCDeepLeaning
SolarP\fand-Carbonlintensity.pdf
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can be applied to cases where nstationarity exists andhte integrative part can be applied
multiple times to eliminate the nostationarity.

The autoregressive component of the model establishes a relation where the forecasted
variable regresses from its own lagged or historical values. The moving averagbnteam
regression error with a linear combination of error terms over time. The integrative
establishes that some values result from differentiation of previous values.

The ARIMA model is one of the most widely used forecasting techniques and has proven its
value on many applications. Very often it is used in predicting load at a nationwide level.
Accuracy levels are high when sufficient data scientist time is spent on modelling and tuning
of the model. This means that for applications where a large numliefor@casts are
required, ARIMA, or other conventional methods, may not be the recommended option as
they become impractical.

In terms of development, ARIMA lacked more complete libraries in Python, the language
selected for the project. As it is commoritpown, R is the reference language for data
science, but many libraries were ported and new libraries have been built for Python,
allowing data science work to be conducted with Python.

In the case of ARIMA, R is still more complete than Python and éeelgh it was possible
to produce results in Python with ARIMA, the quality of results was largely improved when
deployed in R. So, for the particular case of ARIMA, R was used in the final testing.

The advantage of using R was the possibility of applifogrier transforms to capture
seasonality patterns, which improves significantly the quality of results. It is necessary to use
one Fourier transform per seasonality pattern that is being captured and the frequency of
that season is not captured automatigaby R, given the complex shape of the input profile.
So, when importing the data it is necessary to save multiple copies of it, once per frequency,
SO as to extract the Fourier transform. Frequency in data science corresponds to the more
general knowlede of period in other science fields, so frequency will be defined by the
number of steps that form the season, e.g. for half hourly data frequency is 48 for capturing
the daily pattern or 336 for the weekly pattern.

The three parameters of the ARIMA mode) g, d) are automatically computed by a bt
method in R when provided the input data and the external regressors. The external
regressors are what in Al based methods are called features and in the case of R will consist
of the Fourier transforms fothe input time series and other relevant variables such as
temperature. Dealing with external regressors for ARIMA requires more significant data
preparation than in Al based techniques.

A full theoretical background and tutorials for ARIMA developmemt be found in the
reference$®,

° https://www.datascience.com/blog/introductiofio-forecastingwith-arima-in-r-learn-data-science-tutorials
19 https://people.duke.edu/~rnau/411arim.htm
1 hitps://www.kaggle.com/kailex/arimawith-fourier-terms
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3.2.2. LongShortTermMemory

Long Short Term Memory (LSTM) is a type of neural network machine learning algorithm.
Like all neural networkst creates a series of relationship connections in the hidden layer
(artificial neuras) between the data set inputs to determine possible outputs. Since one of
the largest influential relationships for time series data is time, a neural net variant was
created, called recurrent neural network®RNN) where memory is introduced to the
algaithmic structure, shown irFigurel, to temporally link predictions made in the hidden
layer with input data to improve output data predictions.

: | Key . .

X, | Cell : Matrices of weights of the
| |
|

% input and recurrent

a % :) h, connections
— |
ey | Zt @ Sigmoid Function
|
|
|

_____________ | @ Tangent Function

Figurel: Recurrent Neural Network Architecture
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The number of hidden layers, or neurons, can vary dependent on the amount of dependent
or independent relationships that may or may not exist between the ingata. This
concept can be optimised, but in this sectjdnjust needs to be understood that the hidden
layer exists to hold these relationships.

The LSTM algorithm improves on the recurrent networks problems, namely the exploding
and vanishing gradiergroblems which do not allow recurrent neural networks to recognise
important time series events for unspecified durations. The introduction of long term
memory is illustrated ifrigure2.
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Figure2: Long Short Term Memory Architecture

The architecture allows the LSTM to hold on to significant events (seasonal variations) while
forgetting insignificant ones (erroneous @aspikes). It is achieved by updating the cell state
with a forget gate. Information, from previous intervat&in now be added or forgot by the

cell state, where required, to improve the predictive ability of the cell:

b 9h, wa
Where:
"Qg s forget gates activation vector
@4 Q input gates activation vector
6§ 51 2 cell state vector

J@, ol Q cell state feedback vector

GaYy AyLlzi Y2Rdz FdAzy 3AFLG38Qa FOGADEGAZY @S0

The superscripts d and h refer to the number of inputtéeas andthe number of hidden
units (neurons).

The output of the forget gate tells the cell state which information to forget:
Q a0y YQ, g

Where:

wia  HAYia PhoR :are the weight matrices and bias vector parameters.
The input gate determines which information should enter the cells memory:
® o0& KR, G

and allows the addition of memory, with the modulation gate:
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@ %0y KR,

allowing for removing memory, creatingsalectable input:

%é

Finally the output gate determines which values should be moved on to the hidden layer:
Qo Gy% Yy

In all the previous operations, the activation functions enable the behaviour desired from
the weights being produced ihé¢ matrices; the values themselves can be trained using an
optimised algorithm to improve the outputs the cell makes to the hidden layer to improve
predictions.

Further reading material on LSTM is available in the referénce
3.2.3. XGBoost

Extreme Gradient Bating (XGBoost) is one of the most respected machine learning
algorithms for supervised learning. It can tackle regression, classification and ranking
problems. Gradient boosting techniques produce forecasts by creating an ensemble of weak
prediction mode$, which in the case of XGBoost are decision trees.

XGBoost like other gradient boosting techniques builds the final model in a-siage
manner. Yet, it builds a more generic framework by optimising an arbitrary differentiable
loss function, which allowsontrol of overfitting and improves performance.

XGBoost is being vastly adopted for its execution speed and the model performance. Existing
libraries are widely supported in different platforms and allows parallelisation, distributed
computing implemerations, outof-core computing for very large datasets and cache
optimisation.

Further reading material on XGBoost is available in footridtés
3.2.4. Model Execution Method

Both the machine learning techniques require the definition of a model that consists of
several methods:

1 Creation of featureg; this is the step where the data that will influence the forecast
is defined and prepared in the right format;

1 Training of model¢ in this step, the historical data and features are used in
combination with the trainig model to fit the model to the data; the training model
requires the definition of hyperparameters that condition the final performance of
the prediction;

12 Deep Leming with Python: Francois Chollet
13 https://blog.exploratory.io/introductionto-extreme-gradientboostingin-exploratory 7bbec554ac7
14 https://machinelearningmastery.com/gentigntroduction-xgboostappliedmachinelearning/
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{1 Forecast modet using the fitted model, the length of the future prediction required
is provided ad the forecast is produced.

In machine learning, a hyperparameter is a parameter whose value is set before the learning
process begins. These contain the data that govern the training process for the prediction.
The forecasting model considers three typésiata:

1 Input datac this is the collection of individual time series profiles used to make
predictions.

1 Model parametersg these are the variables the chosen model uses to adjust the
data.

1 Hyperparameters; these variables are not directly related to the training data, but
are used to configure the model.

Hyperparameters are user defined and can be optimised using different techniques
addressed in the next section.

3.2.5. Hyperparamters for XGBoos

The development obur XGBoosmodelswas done in Python and using the XGBoost library.
This library is quite complete and allows for multiple levels of analysis and validation while
building confidencen the model being developed. Establishing a i&Boost model proved

to be simple and there are many tutorials online that help a less experienced user to
accomplish that task.

The following task of gaining confidence and improving the model takes some extra
development work and testing. Given that Xg&Bt is very fasttesting becomes a
streamlined process and many combinations of features and hyperparameters can be made.

The most relevant hyperparameters were found to be the number of decision trees and the
size of the trees. The number of trees isitolled by then_estimatorshyperparameter and

the tests conducted in this project showed there is a big negative impact if this parameter is
not large enough. The advantage of keeping the number of trees small is that the resulting
model can be more edgi audited by a human as decision trees are not black boxes.
However, when the team attempted to keep the number of trees contained performance
degraded and the benefits of the model being fully tractable do not overweight the loss of
accuracy. It was alsabserved that for optimising this parameter there is a loss of speed as it
can vary from a few trees to thousands, increasing exponentially the number of
hyperparameter combinations. Therefore, there is a firm recommendation to use 1000
decision trees foall models developed in the scope of this project.

As to the size of each tree, this is controlled by thex_depth hyperparameter. This
parameter provides good performance improvements and it is recommended that it is
optimised between 1 and 20 layersiece.

Other relevant parameters that were being optimised, but where performance
improvements were not so important were:

1 min_child_weight¢ When the tree partitions, if a leaf node results in a weight less
than min_child_weight, then the building procespartitions no more. The
recommended range is-30.

22



Z=
T s e FORECASTING EVALUATION REI

EFFS

1 subsampleg subsample ratio is used to avoid overfitting. It defines the proportion of
random sampling of the training data before growing a tree. Normal range is from 0
1, but to really avoid overfittig 0.71 was selected in the project.

1 gammac¢ Minimum loss reduction required to make a further partition on a leaf
node of the tree. Possible range froreQ but in the course of the project the range
0.1-10 was used.

1 colsample_bytree¢ subsample ratio ofcolumns when constructing a tree. Used
range was 0..

1 reg_lambdag L2 regularisation term on weights. Defaults to 1 but can be changed,
SO range was set to-D.

3.2.6. Hyperparamters for LSTM

LSTM was implemented in Python via the Keras package librarpwsdhe abstract model
present in Sectiorerror! Reference source not foundo be implemented in software. The
onstruction of the LSTM model consists of hyperparameters crucial to its ability to learn and
predict outputs from a series of inputs. The most relevant hyperparameters for LSTM to
improve upon the LSTM forecasting are:

Neurons (Hidden Layernumber of neurons that hold the relationships between the data,
input as a range typically-000.

Number of Hidden Layers; number of hidden layers to provide greater depth to
relationships, typically one or two.

Activation- behavioural functions associated with weights and bias matrices, selected from a
list of functions, such as the sigmoid function that creates a weight between 0 and 1.

Optimiser- optimises the weights and bias matrices to improved performance, there are
manychoices”.

3.2.7. Hyperparameters Optimisation

Artificial intelligence based techniques, LSTM and XGBoost, require the inpedrafefined
hyperparameters. These hyperparameters may vary with the case being analysed and so a
good set of hyperparameters can imgve the results significantiyhile the training of the

model is required for every new forecast, the tuning of hyperparameters does not need to
be as frequent.

The selection process is not trivial as there is a significant number of hyperparameters.
Canmonly applied methods are random search, matrix search or other heuristic based
methods. These methods are either time consuming or have little guarantees of being near
optimal options.

To tackle this problem, Bayesian optimisation can be applied. Bayegamisation is a
probabilistic model based approach for finding the minimum of any function that returns a
reakvalue metric. The function being evaluated can be of any level of complexity.

5 hitps://keras.iologtimizers/
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Optimisation is finding the input values to an objective fumetthat yield the lowest output
value. In machine learning, the objective function is mdilthensional because it takes in a
set of model hyperparameters. For simpler functions, the minimum loss can be found by
trying different input values and verifyinghich set of values yields the lowest objective
function result. This works reasonably well, while evaluations of the objective function are
computationally cheap. For complex objective functions the number of evaluations should
be reduced to the bare mimum.

The case of LSTM is particularly benefitting of Bayesian optimisation, but XGBoost also sees
large improvement in the tuning of hyperparameters.

In the project, a library available for Python (but also other platforms), HyperOpt, was used.
Hyperparameter optimisation was achieved using Bayesian optimisation with a tree
structure Parzen estimator (TPE) search space approach.

The treestructured Parzen estimator is a sequential medased optimisation method that
sequentially constructs modelto approximate the performance of hyperparameters based

on historical measurements, and then subsequently chooses new hyperparameters to test
based on this model. The TPE approach models P(x|]y) and P(y), where x represents
hyperparameters and y the assated quality score. P(x|y) is modelled by transforming the
generative process of hyperparameters, replacing the distributions of the configuration prior
with non-parametric densities.

HyperOpt requires four major input methods to be defined and run:

1 Objedive function ¢ the objective function method defines the fit function and the
metric to monitor in the optimisation process.

1 Search space method; this method defines the search space, including the
hyperparameters to be optimised and their desired ranges

1 Trials methodsg optional method that initiates the structures for advanced analysis
of results and auditing of optimisation process. This is not required in deployment
mode, but very useful in the first steps of tuning with any new dataset.

1 Optimisation algorithm ¢ defines the methods to be used in the optimisation
process.

With these four inputs, HyperOpt conducts the optimisation process in an automated
manner and the final results should be used as hyperparameters for that dataset.

The tuning procesdoes not need to be run as frequently as the training process, due to
hyperparameters adequacy to the dataset and not to the particular moment that is being
forecasted or the particular parameter being forecasted

When optimising hyperparameters, if pdsi the tuning set should be different from the
training set to avoid overfitting. In this case, given the limited length of the datasets, the
tuning set was defined as a subset of the training set. Even though this was done there were
no signs of overfithg.

The ecommendation is that when deployment comes the tuning set is chosen as a separate
time period from the training set.
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In terms of recurrencethe tuning process does not require as frequent repetition as the
training process. Training needs to benducted every time there are data updates and a
forecast for a subsequent period is sought. Tuning should be cyclically repeated but maybe
once every month or quarter. Further research would be required to identify the best cycle
for tuning. As long athe data trends remain similar the tuning process should be little more
than a validation of the previous solution.

3.3. Investigation on Features

Having discussed the forecasting models and the process to optimise the hyperparameters
there is only one additicad key element required to build quality forecasts, the definition of
a good feature set.

A feature is a known variable that is used to inform the forecast of a variable for which only
historical information is known. In case the feature is not known,das¢s of the feature can

be used as a proxy, naturally taking a toll in the final accuracy of the forecast. Certain
variables such as air temperature are widely forecasted with very high levels of accuracy,
particularly in the shorteterm horizons. Theseariables are very useful as features in the
prediction of other variables that have some sort of dependency on them. Electrical load and
air temperature are commonly correlated, especially when electric heating and cooling
systems exist.

More generally, wather related data can improve the quality of a forecast in the electric
power systems domain. Tests were conducted using more variables in addition to the air
temperature, such as air pressure. Results were largely improved when multiple features
were applied, but in practical termsit does not seem reasonable to expect all of those
features to be available and so that is not a recommendation of the project.

Another technique was successfully tested which uses data manipulation to facilitate the
training process of the forecasting methods. One hot encoding is a technique that models
qualitative variables as binary variables. One very important example of application is the
days of the week. Instead of labelling the day of the week by a number from 1steveén
variables are created (Sunday through to Saturday) and for,@aflor a 1 is assigned. The
sum of these variables per data point must always be 1, as a certain day cannot be, e.g., both
Monday and Tuesday at the same time. Holidays are also neddelth binary variables.

As final recommendations for feature selection, depending on the type of variable being
forecasted some features might or might not be relevant. A good breakdown is as follows:

1 Load profilesg the most relevant features for thegarofiles are day of the week, day
of the year, season, hour of the day, bank holidays and in cases where a meaningful
correlation exists with temperature, the air temperature (or other available weather
data).

1 Renewable Generation profileg in this caseday of the week or bank holidays do
not have an influence, but all other features may have as well as wind speed or solar
irradiance.

1 Substation net flow profiles; as a combination of the above, all of the load indicated
features should be relevant, aseW as the dominant generation features for each
specific case.
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1 Domain Knowledge Where domain knowledge can be applied to identify patterns
not identified in the aforementioned, features can be appended.

Finally, when active and reactive powsibeing faecasted with XGBoost, a process of first
forecasting the active power component and next using that forecast as a feature for the
reactive power component was developed. This should be the order as the dominant
variable is active power and not reactivevper. In the case of LSTkhe cross impacts of

the two variables can be withdrawn by the methods and therefore they can be forecasted at

the same time, in which case this process does not apply.
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4. Systemisation of Procurement & Development of UGases

TheDSOs aim is to procure, arm and dispatch services from distributed custmssets to
ensure continued operational security and stability of the network. To ensure this the DSO
must procure, arm and dispatch services in a timely manner which will invadaelling the
network across multiple time horizons and voltage levels. The timings of the analysis are
likely to be driven by the gate closure timings for various business processes e.g.-tfe cut
time to submit information to a certain market, accepidb, provide arming notifications,
provide dispatch notification®tc.

To determine the requirements for flexibility services, credible outage conditions are
assessed for a part of the network at a particular point in ti@wer flow analysis is used to
identify issues such as thermal overloads or voltages being out of the permissible range.
Power flow analysis requires a model of the network that shows how the various
transformers, switchgearand cables are connected and also provides informationhmn t
impedances and ratirggof these network component3o model the flow of power over the
network, forecasted values for load and generation at all the relevant sogithin the
network model must bgrovided.

The power flow analysis may require some adjustments to be made. For example where the
networks for each voltage level are modelled separately, then the impact of adjustments to
the load and generation at one voltage level, for example, to account fongkeof flexibility
services, may need to be reflected at other voltage levels. Other interactions between
voltage levels, including exchanging and blending forecasts with National Grid, should be
considered.

Where the contingency being modelled wouldsult in generators being tripped off the
network after a fault, then there is a need to use forecasts for the network loads that would
occur without the contribution from embedded generation i.e. the Total Load rather than
the Net Load.

The SCADA systemdl normally record the net load on the healthy network rather than the
total load on a posfault network, therefore,the total load forecast must be generated by
creating a net load forecast and then adjusting this using a forecast of the output of the
embedded generation. The embedded generation that needs to be considered may also
need to be aggregated across multiple voltage levels as the load at a 33kV Primary
Transformer, say, will be reduced by embedded generation connected at 11kV or LV.

Exanples of the procurement task classes, the time horizon, modelling and input data
required are shown ifrigure3 below, mapped by voltage level and time frank&ach task is
broken down into three requirements that need to be satisified to achieved procurement via
forecast:

1 The problem to be solved via procurement

1 Network Model Representation

1 Input Data for the model
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Figure3: Systemisation of ProcurementExampl
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The figure presented is by no means exhaustive of the types of problems to be solved via
procurement tasks, this will be developed during other parts of this project. Similarly, the
physical modéing of the network to highlight the problems to be procured for will also
require further investigation. What this document seeks to fufill is the task of forecasting for
input data that will be associated with each procurement problem. To successfhigvac

this, use case and test scenarios are developed to determine where forecasting for input
data can be useful and where it is limited.

4.1. Use Cases and Test Scenarios

In order to develop forecasting models in a systematic vitayvas necessary to estalsh a
benchmark, therefore a sufficient number tlse Cases(UC)were developed. These use
cases reflect the different needs for forecasting data and therefore consider different
voltage levels and time frames as changing variables across the use cases.

Thefour use casewere:

1. UC1¢ 6 months ahead, GSP studyforecasts for the subsequent 6 months will be
provided in 30min time steps.

2. UC2¢ 1 month ahead, BSP studyorecasts for the following month will be provided
in 30min time steps.

3. UC3¢ Day ahead, primary studyforecasts for the next 24h in 30min time steps.

4. UC4¢ Hour ahead, BSP studyorecasts for the next 2 half hours.

Two forecast testsvere proposed per use case and consist of different training sets for the
same test set. Gan that there are many different variables that can be changed to try to
influence the quality of the results, the definition of the training periods for each of the use
cases was decided in a way that allows drawing conclusions about the influence of the
training set length on the results in each of the cases.

The tuning and validation datasetgere used first in the hyperparameter optimisation, then
the training and test sets are used for the prediction.

For each of the use cases, input datas provided in excess of the minimum set of data
needed to forecast. When applying the different forecasting methods, the influence of using
(or not) these extra time seriesagbe analysed.

Usecases 34 have been used throughout the development of the faasting methods
since these contained load and generators of differing import and export behavibaors
more single typetesting,use cases 58 were developed and included. The results from these
tests are outlined in Section For the single type testing there was a selection of generator
types to choose from:

1 Solar

wind;

CHP

Biomass

Anaerobic Digestors
STORand

E JE N
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1 Battery.

Each type was graphed and can be foundsection9: Appendix A. From the behaviour
presented in the graphs and domain knowledge the generatgse grouped by whether
forecasting would provide a benefit. wasdeterminedthat where weather plays a key role
for generation it would need to be forecasted due to the physical data that calebaeily
called upon to enable prediction.

Where a @nerators export was dictated indirectly from weathefuel avaibbility,
controllable dispatchor market forcesthey would not be considered at this stagéhis
resulted in solar and wind forecast models to be developed whereas no model was created
for CHP biomass, anaerobic digeste batteries, andSTORHowever, he techniques and

tool described in this report could be used to look for patterns and correlations between
data and the profilesof these generators; for example, the correlation between STOR
running and predicted solar and wind output reduction.

4.1.1UC1c GSP, Six Months Ahead

Type GSP
Name Indian Queens
Site location SW 93918 59012

Opnc HO nM®O®H N b nnn
Input dataper transformer Active power (MW)

Reactive power (MVAR)
Full dataset filename Indian_Queens_GSP_Full.csv
Dataset period 14/12/2014¢ 15/02/2018
Forecast test 1
Tuning set (where applicable) 14/12/2014¢ 12/11/2016
Validation set (where applicable) 13/11/2016¢ 13/12/2016
Training set 14/12/2014¢ 13/12/2016
Test set 14/12/2016¢ 13/05/2017
Forecast test 2
Tuningset (where applicable) 14/12/2015¢ 12/11/2016
Validation set (where applicable) 13/11/2016¢ 13/12/2016
Training set 14/12/2015¢ 13/12/2016
Test set 14/12/2016¢ 13/05/2017

4.1.2UC2¢ BSP, Month Ahead

Type BSP
Name Cardiff South Grid
Site location ST19840 74680
OpMC HT pp®nwm b nno
Input data (For each transformer) Active power (MW)
Reactive power (MVAR)
Full dataset filename Cardiff_South_Grid_BSP_Full.csv
Dataset period 01/01/2014¢ 15/02/2018
Forecast test 1
Tuning set (wherapplicable) 01/06/2014¢ 31/05/2015
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Validation set (where applicable)

01/06/2015¢ 30/06/2015

Training set

01/06/2014¢ 30/06/2015

Test set

01/07/2015¢ 31/07/2015

Forecast test 2

Tuning set (where applicable)

01/01/2015¢ 31/05/2015

Validation se{where applicable)

01/06/2015¢ 30/06/2015

Training set

01/01/2015¢ 30/06/2015

Test set

01/07/2015¢ 31/07/2015

4.1.3UC3¢ Primary, Day Ahead

Type Primary
Name Prince Rock
Site location SX 49800 54100
OpPpNC HH nodHd b nnn

Input data (for each transformer)

Active power (MW)
Reactive power (MVAR)

Weather source

Metoffice ¢ 9001, Mount Batten

Full dataset filename

Prince_Rock_full.csv

Dataset period

01/01/2014¢ 15/02/2018

Forecast test 1

Tuning set (where applicable)

01/06/2014¢ 23/06/2015

Validation set (where applicable)

24/06/2015¢ 30/06/2015

Training set

01/06/2014¢ 30/06/2015

Test set

01/07/2015

Forecast test 2

Tuning set (where applicable)

01/04/2015¢ 23/06/2015

Validation set (where applicable)

24/06/2015¢ 30/06/2015

Training set 01/04/2015¢ 30/06/2015
Test set 01/07/2015
4.1.4UC4¢ BSP, Hour Ahead
Type BSP
Name Truro
Site location SW 80210 46794
Opnc wMc ny ®o o b nnp

Input data (for each transformer)

Active power (MW)
Reactive power (MVAR)

Weather source

Metoffice ¢ 200324, Hendra, Truro

Full dataset filename

Truro_BSP_Full.csv

Dataset period

01/01/2014¢ 15/02/2018

Forecast test 1

Tuning set (where applicable)

01/04/2015¢ 23/06/2015

Validation set (where applicable)

24/06/2015¢ 30/06/2015

Training set

01/04/2015¢ 30/06/2015

Test set

01/07/2015

Forecast test 2

Tuning set (where applicable)

01/06/2015¢ 23/06/2015
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Validation set (where applicable)

24/06/2015¢ 30/06/2015

Training set 01/06/2015¢ 30/06/2015
Test set 01/07/2015
4.1.5UC5¢ Primary
Type Primary
Name Llynfi Valley
Site location SS 8718 8876
OpmMc op MMdnn b nn

Input data (for each transformer)

Active power (MW)
Reactive power (MVAR)

Weather source

N/A

Full dataset filename

XGBoost_Input.csv

Dataset period

01/01/2014- 16/02/2018

Forecast test

All time horizons

4.1.6UC6c Generator CustomelVind Farm

Type Generator Customer
Name Goonhilly Wind Farm
Site location SS 8718 8876

OpMc op MMDnn b nn

Input datafrom historian

Active power (MW)
Reactive power (MVAR)

Weather source

N/A

Full dataset filename

XGBoost_Input.csv

Dataset period

01/01/2014- 16/02/2018

Forecast test

All time horizons

4.1.7UC7¢ Generator CustomefSolar Farm

Type Generator Customer
Name AYSHFORD COURT FARM 33kV SOLAR PA
Site location ST 04850 15130

Input data from historian

Active power (MW)
Reactive power (MVAR)

Weather source

N/A

Full dataset filename

XGBoost_Input.csv

Dataset period

01/01/2014- 16/02/2018

Forecast test

All time horizons

4.1.8U@ ¢ Large Load Customer

Type Primary
Name Load 3
Site location SS 8718 8876
OpmMc op MMdnan b nn
Input data Active power (MW)
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Reactive power (MVAR)
Weather source N/A
Full dataset filename XGBoost_Input.csv
Dataset period 01/01/2014- 16/02/2018
Forecast test All time horizons
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5. Development of Methods

This section shows how to set up thaolchain before using worked examples to show how
the XGBoost and LSTM forecasts are configured and used. The metketlup forecasts
using ARIMA has been omitted as this gives inferior results to the two machine learning
methods and requires considerable userthe-loop interactions for training and execution.

The toolchain is based on the Anaconda data sciencéophat

5.1. Toolchain SetUp

There are a couple of conflicts and issues with the packages on the standard Anaconda
install, this is due to quirks in theensorflowand Keraspackages.

Forexample the standardAnaconda3 python executable is presently 3.7 afdnsorflowis
only compatible up to 3.6.6. TherefoMiniconda is requireda product of Anaconda, which
allows the user to bolt together environments from thgrevious versions to achieve a
working environment.

To achieve a stable environmedt/ipyterkemel the following steps in the following order
must be undertaken.

1. Go tohttps://www.anaconda.com/distribution/

2. Download Anaconda for Windows 2018.12, Python 3.7 versiorBit64&raphical
Installer

3. Install Anaconda 3 64 Bitnake sure to place it in a sensible location, Anaconda likes
to install in hidden files locations.

The install should now be available in the Windows toolbayure4.

Anaconda3 (04-bit)

@ Anaconda Mavigator
B Anaconda Prompt
- Jupyter Motebook
|| Reset Spyder Settings
& Spyder

Figure4: Anaconda install in toolbar

There is a requirement to update Anaconda witinicondato implement environment
creation:

4. Go tohttps://conda.io/en/latest/miniconda.html
5. Download Miniconda 3 64 Bit
6. Install Miniconda 3 64 bit

Miniconda willsupersedehe Anaconda 3 prompt (figure above) so now when the Anaconda
prompt is opened the following is visiblEigure5.
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B Anaconda Prompt

Chase>» C:slUsers*mcollins>we can update the standard install from here. or we can
create a new environment .

Figure5: Anaconda Prompt

To create the majority of the environment needed copy and paste the following instruction
into the prompt: condacreate --name effseEnv python=3.6.6 pandasatplotlib scipyscikit
learnjupyter sympyipykernelpip openpyxl

CeffzEnv) C:islserssmcollins?conda create ——name effsEnv python=3.6.6 pandas matp

lotlib scipy scikit—learn jupvter suympy ipukernel pip openpyxl

Figure6: Environment instruction

Pressing enter will create the environment; it is important to incligikernal to make the
Python environment available as apyter Notebook.

After the environment has beetreated,install the $atsmodelspackage independently.

teffsEnv? C:xUserssmcollins>conda install —c¢ anaconda statzmodels

Figure7: Statsmodels install

For hyperparameter exploratigthe HyperOpfpackage is required.

CeffsEnv? C:xUserssmcollins>conda install —¢ conda—forge hyperopt

Figure8: HyperOpt install

Then theTensorflowpackage must be installed. Problems with then@ainstalls have been
experienced and this approach fixed the probldfigure9.

Chase?> C:sUserssmcollins>activate effsEnv

CeffsEnuv) Cislserssmcollins>pip install tensorf low

Figure9: Tensorflow install

Finally pip installkerasin the same way.

CeffzEnv> Cixlserssmcollins>pip install keras

FigurelQ: Keras install
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Again, for hyperparameter exploration for LStk Hyperas version 0.4 must be installed;
a pip install$ recommended.

For XGBoost the following is required:

conda install - c anaconda py - xgboost
and
conda install - ¢ anaconda seaborn

Figurell: XGBoost packages

Theenvironment and kernels are now ready for use. Tingyfer Notebook is now available
for the desired kernel.

. Anaconda3 (b4-bit)

O Anaconda Mavigator

B Anaconda Prompt

. lupyter Notebook (effsEnv)
- Jupyter Motebook
|| Reset Spyder Settings

& Spyder

Figurel2: Jupyter Notebook

The methods can now be run. Théghlevel flow charts of the methodsre providedin
Sectio 10.

5.2. XGBoost Notebook Development

The structure of thedevelopednotebooks follove the same pattern: importing packages,
input data, actions, outputsThe process ofate book construction is presented in section
10: Appendix B.

5.2.1 Hyperparameter Optimisation

Before running the prediction model, the hyperparameter optimisation is run. The
hyperparameter optimisation notebook follows the same pattern as above. The packages
required at this stage are shown kigurel3.

import pandas as pd, numpy hs np

from sklearn.metrics import mean squared error

import zgbocst as =xgb - B

from hyperopt import hp, fmin, tpe, STATUS OE, Trials
from math import sgrt

import time

import matplotlib.pyplot as plt

Figurel3: Hyperparameter optimisation import

The notebook then needs to pointed to an input file (csv) containing the data for tuning and
validating the modelFigurel4. The filepath should be updated to the location of that file.
The split data here refers to where the training set ends and the validation set begins. The
features are then listed. Ifdalitional data is to be used in the tuning of the model, for
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example solar irradiance, it should be added to the input file, and then the feature added to
this below. The feature name should match the column heading in the input file. The
parameter that the forecasting and hyperparameter optimisation is being run for also need
to be specified. This is done in the bottom two linesFigure14; in this examplethe
parameterA & da[ 2} Ré @

dateparse = lambda dates: pd.datetime.strptime (dates, '%d/%m/%Y %H:%M'")

df = pd.read csv('C:\\filepath\\input data.csv',index col=0,date parser=dateparse)
#df.index=pd.to datetime(df['Date'])

print (df.head (10} ]}

print {df.dtypes)

split_date = '2015-06-23"
train = df.loc[df.index <= split date].copy()
test = df.leoc[df.index > split date].copy()

def create features(df, label=None):

nmn

Creates time series features from datetime index
nmmn

df["date'] = df.index

df["hour'] = df["date'] .dt.hour

df ["dayofweek'] = df['date'] .dt.dayofweek
df["quarter'] = df['date'].dt.quarter

df [ "month'] = df['date'] .dt.month
df["year'] = df['date'].dt.year
df["dayocfyear'] = df['date'].dt.dayofyear
df["dayofmonth'] = df['date'] .dt.day

df [ "weekofyear'] = df['date'].dt.weekocfyear

LAl M Ve P ] — JET I ]
#A1 | demp f = 4rj  raemp J'|

X = df[["hour', "dayofweek"', "quarter', "month’, "year',
'dayofyear', 'dayofmonth’, "weekofyear']]
if label:
y = df[label]
return X, vy
return X

train, y train = create features(train, label="Load')

valid, y:valid :Ieate:features{test, label="Load")

Figurel4: Hyperparameter optimisation input and features

The objective function and search space need to be defined. These are shéiguial5
and described in Sectidarror! Reference source not foundThen follows the trials method
nd optimisaton algorithm,Figurel6.

These then output an optimal set of hyperparameters for use in XGBoost. This part of the
process is manual and these values are to be copied into the XGBoost noté&lqamiel7
shows an example of the hyperparameters that can be generated.
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def rmse (true,pred):
return sgrt(mean squared error(y_true=true,
¥_pred=pred)})

iz /4

def cbjective (space):

clf = xgb.XGBRegressor(n_estimators = 1000,

max depth = space['max depth'],

min_child weight = space['min_child weight'],
subsample = space['subszample'],

gamma = space['gamma'],

colsample bytree = space['colsample bytree'],
reg_lambda = space['reg_lambda']

)

eval set = [( train, y_train), ( wvalid, y_valid}]

clf.fit(train, y_ train,
eval_ set=eval set, eval metric="rmse",
early stopping_rounds=30,
verbose=False)

pred = clf.predict (valid)
score=rmse (y_valid,pred)

print ("SCORE:", score)

return{'loss':score, 'status': STATUS_OK }

space ={

'max_depth': hp.choice('max depth’, np.arange(l, 20, dtype=int)},
'min_child weight': hp.gquniferm ('x min child', 1, 30, 1),
'subsample': hp.uniform ('x_subsample', 0.7, 1),

'‘gamma’ : hp.uniform ('x gamma', 0.1,1.0}),

‘colsample bytree' : hp.uniform ('x_colsample bytree®, 0.7,1),

'reg_lambda' : hp.uniform ('x reg lambda', 0,2),

"nthread': 4,

'objective': 'binary:logistic®,
'booster': 'gbtree',
"seed': time.time ()

“+

Figurel5: Objective Function and Search Space

trials = Trials{)
start_time = time.time()
best = fmin(fn=okjective,

space=space,
algo=tpe.suggest,
max evals=1000,
trials=trials)
print {best)
print{"-—— %s seconds ---" % (time.time(} - start time))

Figurel6: Trials Method and Optimisation Algorithm

{'max depth': 11, 'x colsample bytree': 0.72330944410783489, 'x gamma': 0.44228358713231593,
'x_reg lambda': 1.629283178764l6, 'x_subsample': 0.82892148095594812}

Figurel7: Example lyperparameter output

5.2.2XGBoost Notebook

'x_min child': 23.0,

As with the hyperparameter optimisation, the XGBoost notebook begins with importing the

necessary packagesigurel8, and importing the input data;igurel.
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import numpy as np # linear algebra

import pandas as pd # data processing, CSV file I/0 (e.g. pd.read csv)
import seaborn as sns -
import matplotlib.pyplot as plt

import xgboost as xgb

from xgbcost import plot importance, plot_tree

from sklearn.metrics import mean squared error, mean absclute error
plt.style.use('fivethirtyeight')

import time

Figurel8: XGBoost package import

dateparse = lambda dates: pd.datetime.strptime (dates, "%d/%m/%¥ %H:%M'")

df = pd.read esv('C: \\filepath\\input_datal. cav',index col=0,date parser=dateparse)
#df. index=pd. to datetime(df{'Date"])

print {df.head (10))

print {df.dtypes)

Figurel9: XGBoost input filepath

The date at which input data is split needs to be specified. This is by the Split Date which
determines when the training data is separated from the test data. The End Date then
specifies when therediction ends. In this exampléhe prediction is for one day,*1July
2015,Figure20.

split _date = '2015-07-01'

end date = '2015-07-02°'

train = df.loc[df.index <= sgplit date].copy()
test = df.loc[df.index > split_date].copy()

Figure20: Splitting the input data into training andest sets

As with the hyperparameter optimisation noteboothe features applied in the forecast
need to be definedFigure21. These should match the column headingshia input file. In

this example bank holiday in England and Wales are included, and one hot encoding on the
day of the week.

def create features(df, label=None):

Creates time series features from datetime index
wwn

df['date’] = df.index

df["hour'] = df['date'].dt.hour

df["daycfweek'] = df['date'].dt.dayofweek
df["quarter'] = df['date'].dt.quarter
df["month'] = df["date"'].dt.month

df["year'] = df['date'].dt.year

df["daycfyear'] = df['date'].dt.dayofyear
df["daycfmonth'] = df['date"].dt.day

df ["weekofyear'] df["date"] .dt.weekofyear
df ["Temperature'] = df['Temperature"]

#df{ '"Wind Pover'] = dff'Wind Power']
df["Monday'] = df['Monday"]

df['"Tuesday'] = df['Tuesday']
df ["Wednesday'] = df['Wednesday']
df['"Thursday'] = df['Thursday"']

df["Friday'] = df['Friday"]
df['Saturday'] = df['Saturday"']
df["Sunday'] = df['Sunday"”]

df['Holidays'] = df['Holiday"']

X = df[["hour", "daycfweek", "'month', "year', 'quarter"',
'dayofyear', "dayofmonth', "weekofyear', 'Temperature',
'Monday"', 'Tuesday', 'Wednesday",

'Thurzday', "Friday', 'Saturday”, 'Sunday"', 'Holiday']]
if label:

vy = df[label]
return X, y
return X

Figure2l: Feature definition
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XGBoost is then trained. The parameter the forecast is for is specified Figtge22. The
training function is then updated with the optimal parameters from the hyperparameter
optimisation,Figure23.

X _train, y_traim = create_features(train, label='Load')
X test, y test = create features(test, label="Load'})

Figure22: Setting up training
start = time.time()

#tuning parameters from hyperopt

reg = xgb.XGBRegressgor (n_estimators=1000,n_jobs=3, max depth=%, x colsample bytree = 0.864149076142802,
x_gamma = 0.1822602040528707, x min child=19.0, x reg lambda = 1.423%996374313407,
h_subsample = 0.8797950284970765)

reg.fit (X train, y train,
eval set=[ (X train, y_train), (X test, y_test}],
early stopping_rounds=50,
verbose=True) # Change verbose to Trus if you want to sse it train

elapsed = time.time ()
elapgsed = elapsed - start
print ("Time spent in (functicn name} is: ", elapsed)

Figure23: Training function

The prediction can then be run.

start = time.time ()

test['Prediction’'] = req.predict (¥ test)
fullset = pd.concat([test, train], scrt=False)

elapgsed = time.time ()

elapsed = elapsed - start
print ("Time spent in (function name) is: ", elapsed)

Figure24: Prediction function

There are then a number of options for whedn be outputted. The prediction overlaid on
the entire dataset is an optiorFF{gure25), as well as the prediction and actual data for the
specified time horizonHigure26).

_ = fullset[['Load’, 'Prediction']].plot (figsize=(15, 3)
| oad
== Prediction
12
10
B8
&
4
-p"“n\ -p"'"“a -p\“"a‘) -p\"@ ﬂxu“q -@\"\'\ ‘px‘);,x ‘E\‘:Q,) p\aﬂ’ ,p\s'“‘l
Date

Figure25: MW Prediction overlaid on dataset
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# Plot the forecast with the actuals

£, ax = plt.subplots(l)}

f.set_figheight (3)

f.set_figwidth(13)

_ = fullset[['Prediction’, "Load"']].plot (ax=ax,
style=["'-","."1}

ax.set_xbound (lower='2015-07-01", upper="2015-07-02")

ax.set_ylim(0, 20)

plot = plt.suptitle('Forecast vs Actuals')

Forecast vs Actuals

0.0
=== Prediction

175 *  Load

150

\5 B N o
o o o o o

Figure26: MW Prediction and actual values for specified tinterizon

The Mean Squared Error, Mean Absolute Error, Root Mean Squared Error, and Mean
Absolute Percentage Error can either be calculated within the notebook, or the calculations
can be applied manually to the predicted data. The syntax for including ttedselatiors in

the notebook is shown belovikigure27.

mean squared error(y true=test['Load'],
¥_pred=test['Prediction'])

mean absolute error(y true=test['Load’'],
¥ _pred=test['Prediction’])

from math import sgrt

rmse==zqrt (mean squared error(y true=test['Load'],
y_pred=test['Prediction']))

print (rmse)

def mean absolute percentage error(y true, y pred):
"""Calculates MLPE given y true and y pred"""
y_true, y_pred = np.array(y_true), np.array(y_pred)
return np.mean(np.abs((y_true - y pred) ! y_true)) * 100

mean absclute percentage error(y true=test['Load'],
y_pred=test['Prediction'])

Figure27: Error calculations

5.2.3Influence of Features

Features and their importance have already been introduced in Se8i®mand here results
from initial Use Case testing are provided to show the importance of different features. The
results shown are for UC2, Cardiff South BSP for a one month ahead predictiodsdhe
Case is set up as defined for Forecast Period 1 in Sek#ind three sets of features are run.

41



]

WESTERN POWER =SS FORECASTING EVALUATION REI
EFFS 7 0000000444 Z Z4 Z

Each builds on the last by adding new features to the list, ratmen by replacing previously
tested features.

1 Baseline: hour, day of week, quarter, month, year, day of year, day of month, week
of year;

1 Round 2: temperature, one hot encodi@ection3.3) and holidays;

1 Round 3: wind and solar outpabllected from weather sources and wind and solar

physical modefS.

The importance of the features on the prediction for these three rounds of testing are
shown inFigure28. With the basic feature set in the Baseline té¢be day of year is most
important, followed by the hour. With the introduction of temperature, holidays and one
hot encoding in Rawd 2, the day of the year and the hour remain the most important
features, followed by temperature. With the introduction of wind and solar output in Round
3, the importance of the features changes, with temperature becoming the most important
feature in he prediction. This change in importance reflects the methods ability to detect
trends in the input data and predict based on those trends.

Feature importance

Feature importance Feature importance
dayofycar |- ;0 Temperature 48764
i, hour
aayoryear [ > o ] 7 1
Temperature I 330
hour _153 dayofweek INEEG— 300
w o dayofmonth __259 "
o 62 @ weekofyear 105 A
£ dayofweek - £ o .-BD g
w° t-] Thursday B25 =
@ "'ee""”ea'.sa 3 Friday J19 o
& o 2

y
Holiday §19 Wednesday 1766
dayofmonth .44 year 16 Tuesday 717
day 114 weekofyear 1629
Tuesday I
auarter |19 Saturday 112 Soturday 453
Wednesday |9 Holiday 68

o 100 200 300 400 500 600 0 100 200 300 400 500 600 700 0 10000 20000 30000 40000 50000
F score F score ot

Figure28: Left¢ baseline, Centre; Round 2, Right Round 3

The prediction itself becomes much more in line with the actual values for the test period,
Figure29.

18 https://www.renewables.ninja/
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Figure29: ActualMW versus PredictedMW. Top¢ Baseline, Middleg Round 2, Botton; Round 3

Finally, there is an impact on the metrics. The Root Mean Squared Error (RMSE) values for
each of the three tests are shown rablel. The RMSE is the standard deviation of the
prediction errors. The equation used is:

YO YO Q &

Wheref represents the forecasted value andepresents the actual value.
Tablel: Feature impact on RMSE

Baseline 0.902 @ 7.152
Round 2 | 0.569 @ 3.517
Round 3 0.647 @ 4.466

The impact on the RMSE by introducing temperature, one hot encoding and holidays shows
a reduction of 37%. Interestingly, by providing more information in Round 3 the RMSE has
increased by 14%. This shows that while introducing more data can be benafidial
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improve accuracy, it can also have a detrimental effect. In this instanhceuld be that
there is limited wind and solar generator connected behind the BSP meaning that trends
found are not relevant for the prediction in the loach&temperature renains an important
feature, however, as changes in temperature impact on load.

5.2.4Influence of Training Dataset Length

The length of the training set can also impact the accuracy of the prediction. The Use Cases
were designed with two forecasting sets, one with a longer training period, and one with a
shorter training period. The point of which was to determine the imptet differing
datasets had on a prediction for the same Use Case. Considering UC2, as in the previous
section, the forecasts are defined in the Use Case description in Sdctamnecast 1 uses 12
months of historical data in the training set, whereas Forecast 2 uses six months of historical
data. The ranking of features does not change significantly for the different training sets,
Figure30.

Feature importance Feature importance
dayofweek -62 dayofweek

Features
Features

weekofyear .56 dayofmanth
dayofmonth .44 month W16
quarter I19 quarter 14
0 100 200 300 400 500 600 ] 100 200 300 400
F score F score

Figure30: Feature Importance. Left Forecast 1, Right Forecast 2

The prediction improved with the shorter training set in Forecastig@ure31. This is echoed
in the RMSE values for the two forecasiaple2, where a reduction of 35% is seenthe
RMSE for Forecast 2.

Table2: Training set length impact on RMSE (Month ahead forecast)

Forecast1 @ 12 months 0.902
Forecast2 | 6 months 0.581
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Figure31: ForecasMW versus actuaMW data. Topg Forecast 1. Bottong Forecast 2.

While the conclusion can be drawn that the prediction may be better for shorter time
horizons when using a shorter training set, the same cannot be said for longer time horizons.
If we congiler one of the transformers for Use Case 1 (discussion on analysing GSP
transformers individually can be found in Sectibdland Sectior8.4) the RMSE decreases
when using the shorter training set. Given that UC1 initially investigates six months ahead,
having more data available to facilitate that prediction helps to improve tr®i@cy. The
RMSE is shown ifable3, and the forecast versus the actual data is showRigure32.

Table3: UCI¢ Impact of Training set length on RMSE (month ahead forecast)

Forecast 1 12 months 12.50
Forecast 2 6 months 13.23

45



WESTERN POWEI

DISTRIBUTION FORECASTING EVALUATION REI
EFFS 2/ 22{x 2L 22
Forecast vs Actuals
-100 1w, ? . - "
.. * Inchan Queens SGP 380 - MW

&
"
.

LS T,

:
fﬂ ':I;

.
~
>

LRREE LA "
N Al

MW

"
ln ! - i
AN i. bt 1
. U TR K R €
X L O 0 L 9O Y LAY L o A o>
‘p\"\ N .p\““ .9\“9 .9\“° .P\"Q .p\"ﬁ .p\"“‘ .p\1g,w .p\“'e)
Date

4
"
HEY 'u s 0§ f "
ol
Y 2 O \ 45 P LN B S i o
ﬁ\*"\ .p\"o .p\"p WP 9\1° M t .p\“p .9\"9 .p\“w‘ .p\‘”‘,
Date

Figure32: UCI¢ ForecastMW versus actuaMW data. Topg Forecast 1. Bottong, Forecast 2.
5.3. LSTM Notebook Development

5.3.1Hyperparameter Optimisation

As with the XGBoost hyperparameter optimisation, it is first necessary to import the
packages requiredsigure33.

| from _ future_ import print_function
from hyperopt import Trials, STATUS_OK, tpe, space_ewal
import keras.optimizers, keras.initislizers
from keras.regularizers import 12
from keras.callbacks import EarlyStopping, ModelCheckpoint
from keras.layers import LSTM
from keras.layers_core import Dense, Dropout, Activation
from keras_modsls import Sequential
from keras_ utils import np_utils
from sklezarn.preprocessing import MinMaxSceler
from pdb import set trace as debug
from hyperas il]port._nptim
from hyperas.distributions import choice, uniform, conditional
import numpy, Jjson
gimport globalvars
import pandas as pd
import time

Figure33: Hyperparameter optimisation package imports
It is then necessary to import the data for tunirigigure34. This should be in csv format. A
full file path is not required, howevethe name of the file is, and it should be stored in the

same location as the notebook file. The parameter that therngris for should be specified,
inthisexampleA '’ Aa F2NJ a[2FREX YR (GKA&a akKz2dzZ R Y (
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The dates for which the split between the tuning dataset and the validation data set are also
specified here.

def datal):
exchange data = pd.read csv('Prince Rock full one hot temporal .csv')
exchange datal["Date"] = pd.te datetime (exchange data["Date™], format="%d/%m/%Y %H:%M")

¥ Data must ke dats ascending cldsst to newest, may reguirse sorting in some casss

ind exchange_data = exchange_data.set_index(["Date"])

df = ind_exchange datal["Load"]]

# All input data traini izta frams
c 1=}

¥ ¥nown as Tuoning Set in Hypser Opt

train = df loc['2014-06-01 0O0:-00:00":"2015-06-24 23:30:00"]
printi{train.size)

# Mnown as Validatisn 5=t in Hypear Opt

test = df _loc["2015-06-24 00:00:00":"2015-06-30 Z23:30:00"]

# transform train

sc = MinMaxScaler (feature range={-1, 1}]
train scaled = sc.fit_transformitrain)
®x_train s = train_scaled[:-1]

X _train = x train s.reshape (= train s.shape[0], 1, x_train s.shape[l])

¥_train = train scaled[1:]
¥ tr o t = ¥ train.reshape(y train.shape[0], 1, ¥ train.shape[l]]

print("Size of true output training set”, ¥ train.size, ¥ tr o t.size)

sc_test = MinMaxScaler(feature range=(-1, 1]}

te;t_nuput_scaled = =o_test. fi;_transfaml:test]

® test 1 = test ouput scaled[1l:]

x:tes B = x_test:i -re SEapE {x test i_shape[0], 1, x_test i.shape[l])
¥_test= test_ouput scaled[:-1]

return (x_train, ¥ _train, x test, y test)
Figure34: Data import

The hyperparameter optimisation function is then developethown inFigure 35. The
Hyperopt function, implemented in Hyperas, allows foBayesian inference approach to
finding the optimal features for the LSTM model. The choices presented are from experience
and are by no means exhaustive, therefore expanding these selections could yield better
metrics. In this case, metrics refer to thepgmvement of mean squared error.
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Figure35: Hyperparameter optimisation function focusing on improvement of mean squared error

The main method is then developedshown in Figure 36. This runs through the
hyperparameter optimisation process to produce an output JSON file with the optimal LSTM
hyperparameters. These are then used in the LSTM model notebook.
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